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Abstrat

In present world ommuniation between people play very important role. Computers are important

part of this ommuniation hain. To enable to make ommuniation more e�etive is useful to use

also other soures of information than typing or speeh. In this work we onerned on studying

possibilities of non-verbal ommuniation espeially by fae expression. We used in our work for

simpli�ation linedraws instead of photos. From this images we obtained information about basi

faial features and for this data we performed statistial operations. Finally we trained Neural

Network and Bayesian lassi�er for evaluation of unknown data.
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Chapter 1

Introdution

Many people over the world are using their omputer for ommuniation. There are many ways

how to ommuniate; by eletroni mail, by hat, by phone, by videophone, meeting in a virtual

spae, et. Communiation by eletroni mail isn't very dynami, phone and videophone needs very

fast onnetion. This last method has some other disadvantages. Very popular is interative om-

muniation like hat or meeting in a virtual spae. These methods don't need fast onnetion and

have no redundany in transfer of data. But the disadvantage is, that people aren't able to write

everything they want by keyboard so fast they want. Non-verbal ommuniation is useful for ontrol

of ommuniation. Very useful an be a non-verbal keyboard with speial buttons to express some

emotions, moods, opinion, et. Very popular are smiles, small harater-oded faes pushed at the

end of sentene. For example a message sent through hat: We an go at the party :-). To express

emotions onneted with speial buttons some system an use piture and send it to another system.

The other system need to interpret what emotion is displayed in the reeived piture (piture an

be users photo or line drawing). Our work is foused at the problem of the interpretation of faial

expression from the piture or linedraw piture. Every faial expression is haraterised by a spei�

ontour of the eyes, mouth and eyebrows. For interpreting, reognition of fae expression, lassifying

to the six basi lasses(happiness, sadness, anger, fear, surprise and disgust), we used and developed

some tools. We developed a tool for automati extration of harateristi points from line draw

pitures. And we lassi�ed this data by a feedforward Neural Network and Bayesian lassi�er. Our

data, the linedrawing pitures were generated by an already developed applet. We have had good

results for arti�ial data generated by the applet. We used PCA to get better knowledge about our

data.

The fae expressions are onneted with emotions whih are an inseparable part of human om-

muniation - non-verbal ommuniation.
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Chapter 2

Theory

The problem to solve is reognising emotions of people. Our system is designed for the representation

of faial expressions from indiret data. It means that we have no ontat with someone who reates

this expression. We have only a piture from a frontal-view. Next disuss will be only about how

to reognise faial expression from the frontal-view. First we must de�ne, whih expressions we will

have to interpret. There are many studies [3℄,[4℄ about the most ommon expressions. Ekman used

six basi emotions: happiness, sadness, surprise, fear, anger and disgust [3℄. In his work are these

basi emotions universally and uniquely desribed. This spei�ation is very often used by many

researhers in this area [2℄, [4℄. There is Johansson's point-light display experiment ertifyied by

Bassili [11℄, and later by Brue [12℄: People were able to reognise a faial expression from a few

points(white marks) of the fae transfered through a monitor. The points belong to the ontours

of the eyebrows, eyes, mouth, nose and hin, areas with many information about the presented

expression. This points are alled harateristi points. There are many fae models to de�ne the

position of harateristi points in the fae. We deided to use the model of Kobayashi (Figure 2.1).
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Figure 2.1: Fae Model of Kobayashi with harateristi points

The model ontains 30 points. But you need 60 oordinates to desribe these points, you an

expet big redundany here. To redue the ambiguity of the data we omputed 21 distanes between

some harateristi points aording to the model of Kobayashi [2℄. How to obtain 21 data from 60
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Theory 6

data is showed in Appendix D. Kobayashis model is de�ned for the human fae and similar faes. It

is not possible to use this model to desribe some artoons pitures. See �gure 2.2. Rules for the

used model of Kobayashi (2.1):

EY E

2

>

BASE

4

;

MOUTH

2

>
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5

(2.1)

If these equations are not satis�ed, we have to adapt the parameters to get Kobayashi-like models.
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Figure 2.2: Fae model of Kobayashi - showing the onstraints of the model



Chapter 3

Tools

During our work we used the following tools:

1. For generating images of linedrawings for our system we used a Java applet. The applet was

made by the Group of Knowledge Base Systems at TUDelft. We had use a frame grabber

to transfer the pitures to the graphis format we needed. There is a possibility to hange

faial expressions very easy by sliders in the applet (Figure 3.1). It isn't a problem to produe

almost any faial expression we need.

a) b) ) d) e) f)

Figure 3.1: Snapshot of a Java applet Fae linedrawings generator and some obtained emotions: a) happiness

b) sadness ) anger d) fear e) surprise f) disgust

2. To onvert an image, loading, fae utting, fae settlement, fae feature extrating and �nding

of harateristi points as you an see on Figure 4.1, we made in C++ under UNIX. These

tools are designed like an exeutable �le. It has an input and an output �le. There are

many swithes to hange its behaviour here. An input �le is an image and an output �le is

a set of harateristi points. We have used output format ompatible with appliation for

Neural Networks. We worked with standard libraries and with QT 1.44 libraries for graphi

visualisation.

For more omplex mathematial matrix omputation (SVD, PCA) we used a mathematial
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Tools 8

library MatClass 1.0d written in C++. This pakage an be downloaded from the internet

page University of Manhester (ftp://ftp.m.a.uk/pub/matlass/p/).

3. As a last step we applied Stuttgart Neural Network Simulator v 4.1. The SNNS appliation

was developed at the University of Stuttgart, Institute for Parallel and Distributed High Perfor-

mane Systems and available as publi domain software on internet (http://www.informatik.uni-

stuttgart.de/ipvr/bv/projekte/snns/). With this appliation it is very easy to design a neural

network, its training, testing and visualisation. It has a very helpful graphi user interfae.

4. For 3D plotting of our PCA results of our program and for implementation of Bayesian lassi�er

we used MATLAB 5.2 (under the Windows NT) and Otave version 2.0.16 (under SunOS 5.7).

5. We used program SPSS Professional Statistis 6.1 - version for Sun Solaris OS 5.7 to test our

PCA results and to perform more omplex statistial operations (Varimax rotation, et.).



Chapter 4

Implementation of a faial

expression reognition system

The goal of our work was to make an automati system for faial expression reognition. To solve

this problem we split it up in two parts. The �rst part onsists of extrating the harateristi points

from a fae linedrawing aording to the model developed by Kobayashi [2℄. The seond task is to

reognise emotions from the distanes between harateristi points. For solving this task we used

Neural Networks and Bayesian lassi�er. We divided the �rst part of our work to more onsequently

performed operations (Figure 4.1). Eah of this operations is desribed in setions below.

input
image

  face 
settlement
    face additional

processing
face feature
 extracting characteristic points

 IV. VI.III.  II.  I. V.

cutting
finding of 

expression recognition

happiness
sadness

fear

disgustVII.

by neural network

anger

surprise
points of the face

characteristic PCA
analysis

Figure 4.1: Flowhart of image analysis

4.1 Input image

The input of our program is an image in GIF or BMP format of arbitrary resolution and olour

palette. For our purposes we suppose that the fae linedrawings ontains both eyes with eyebrows

and mouth whih are not stuk together. We also assume that the image is free of noise and the

only dark points are plaed in fae features.

In fat for testing we used two di�erent kinds of images :

� images generated by the Java applet whih was desribed in Chapter 3 (Appendix B)

� images drawn by hand (Appendix C)

Beause input pitures aren't photos but only linedrawings of eyes and mouth, our program auto-

matially onverts them into blak&white images, for easier postproessing.

4.2 Fae utting

Sine the proportion from the fae features in an input image (eyes with eyebrows and mouth) an

be varied it is neessary for following eÆient work to ut only important part of the image whih

9



Implementation of a faial expression reognition system 10

ontains these important features. This we performed in a very easy way. We moved from all four

sides of the image to opposite sides and in eah diretion we set a new end of the image in a position

where we found some dark pixels. As an optional parameter of this funtion it is possible to set

some neighbourhood whih will enlose the ut image. Proedure of utting of the fae from the

image is displayed in Figure 4.2.

surround

original image cut image

Figure 4.2: Proedure of utting of the fae from the image

4.3 Fae settlement

Now we already have an image, whih is only an area whih ontains both eyes with eyebrows and

mouth. The next problem whih may our is that eyes are not aligned to the horizontal diretion

of the image, but rotated. In this ase it is needed to perform bak rotation. The question is now

how to get the value of the angle by whih the image is rotated. There is many possible ways how

to solve this problem. One of them is to use some simple edge detetor to �nd edges in the image.

Then for every row and olumn we omputed the amount of blak pixels whih are derived from

edges (histogram). After this we will gradually rotate the piture for some value (in our ase 5

degree - optimal for speed and program funtionality) around the entre of the image and try to �nd

in this histograms , whih are represented by amounts of blak pixels in rows and olumns, some

harateristi features whih representing the begin and end of eye, mouth et. The goal is to �nd

the rotation (angle) in whih will be these harateristi peaks the biggest. We tried this method but

we found that results were ambiguous for our linedrawings. Thus we performed little simpli�ation

whih onsist in wathing of histograms in both diretions through rotation. The image is properly

rotated if the vertial histogram ontains the lowest number of items while the horizontal histogram

is the most symmetri aording entre of the image Figure 4.3. This method works well in almost

all ases of rotated images.

Figure 4.3: Two examples of using edge detetion for reognising the angle of rotation of an image

Another possible approah whih we also tried is rotating of axis leading through enter of the

image and observing of similarity between both sides of this axis (Figure 4.4).
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Figure 4.4: Finding of angle of image rotation by using similarity between areas A-B, C-D, E-F, G-H in

the image

We divided observed area to eight parts A..H and we omputed similarity between A and B, C

and D, E and F, G and H by equation 4.1.
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Border between areas A,B and C,D was set to 0,4 of height of image and border between ar-

eas E,F and G,H was set to 0,3 of height of image. We obtained this values by testing. Where

n

A

; n

B

; n

C

; n

D

; n

E

; n

F

; n

G

; n

H

are amounts of blak pixels in areas A,B..,H. We rotated this axis in

piture and hoosed as appropriate the angle where had this funtion minimum. This method was

less suessful than method based on observing of histograms. Hene we �nally used �rst mentioned

method.

4.4 Additional proessing

By images whih are drawn by hand or by rotated images there may our some holes in the edges

(edges disontinuity). This problem we tried to eliminate using a morphologial operation losing,

whih onsists gradually of dilatation and erosion by struture elements 3x3 . A problem may

our when the resolution of an input image is too low. In this ase it is neessary to disable this

morphology blok or at least to hoose a smaller struture element. Hene is this blok in Figure

4.1 depited by dashed line - it is optional blok.

4.5 Fae features extrating

The goal of this funtion is to �nd areas whih ontains eyes with brows and mouth. The outer

oordinates (losed to the edges of the image ) of these areas were easy to �nd by moving from the

edges of the image to the entre from all four diretion while we didn't �nd some blak pixels. The

worse problem was �nding inner oordinates of this areas. Therefore we have used an averaging

mask of ertain width whih moves for example from the top till the bottom of the image. In the

plae where the average of mask is the lowest, there is a border between eyes and mouth. Then

we ould use the same method (histograms along axis) for separating only the eyes in a horizontal

diretion. Thus the output of this funtion are oordinates of three area ontaining left eye with left

eyebrow, right eye with right eyebrow and mouth.
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4.6 Finding of the harateristi points

This operation we an divide into several steps(Figure 4.5):

Figure 4.5: Steps in proedure to �nd the harateristi points

1. Contour following by lass \edgeagent", lass \urve"

2. Loalising eye orners in a robust way

3. Extrat harateristi points from a lass urve

4. Proessing of data, transformation

4.6.1 Contours following by a lass edgeagent, lass urve

To extrat edges we have used a method whih is ontained in the lass edgeagent. First it is nees-

sary to set whih piture we are using now, after this we have to set a starting point, diretion(possible

diretions are 0-West, 1, 2-North, 3, 4-East, 5, 6-South, 7)(Figure 4.6) and environment(4-default or

8). Starting points are omputed from the oordinates returned by Fae features extrating(Figure

4.7 left).

0

1 2 3

4

7 6 5

North

South

w
es

t E
ast

Figure 4.6: Explaining of used diretions

Figure 4.7: Starting points of Edgeagents

Startup points:
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� for the mouth it is the middle point of the bottom retangular area side of mouth-box, diretion

is set to North (2),

� for the eye it is the middle point of the bottom retangular side of the eye-eyebrow-box,

diretion is set to North (2),

� for the eyebrow it is the middle point of the top retangular side of the eye-eyebrow-box,

diretion is set to South (6).

After setting the startup points the method is started. We will all this method edgeagent. The

edgeagent goes from the starting point, pixel by pixel, in the diretion whih was set. In eah step

the edgeagent ontrols its environment (Figure 4.8 a)), it means eight pixels. If all of the eight

points are bakground, then the edgeagent ontinues in diretion. In ase some of the eight points

is foreground, this phase is interrupted. The next phase is following an edge we found(Figure 4.8

b). A method for following the edge is desribed in Table 4.1:

Table 4.1: Edgeagent's rules

Edgeagent's rules

1 if the atual point is the same as the �rst point on edge then STOP

2 if ount of steps is greater than maxCurveLength then STOP

3 only diretions for following the edge are ALLOWED (Figure 4.8 )

4 reompute founded diretions from 8-environment to 4-environment (�gure 4.9 d)

5 going bak is PROHIBITED (Figure 4.9 e)

6 going through one pixel hole(\strait") is PROHIBITED (Figure 4.9 f)

7 follow reomputed diretion and SAVE points in environment into lass urve

8 SAVE \strait" points into lass urve too

9 if saving points are already in, don't push them into lass urve

a)

0

1 2 3

4

567edge

edgeagent

b)

0

1 2

4

567

3

)

0

1 2 3

567

4

Figure 4.8: a)Looking for an edge, b)an edge was found, )following the edge.

d)

0

1 2 3

67 5

4

e)

go back is prohibited

last direction
0

1 2 3

4

567

f)

go through one pixel hole(strait) is prohibited

0

1 2 3

4

567

Figure 4.9: d)Reomputing from 8-environment to 4-environment, e)restrition to go bak, f) restrition to

go through hole.

By applying this rules from (Table 4.1), we will get a lass urve, whih represents the edge

of the mouth, eyebrows and eyes. In ase, that some input piture isn't typial or some part (for

example eye) is missed, there is onstraints here. First the maximal allowed length of the founded

edge and the maximal allowed length from the starting point to an edge. This insurane you an

see as seond rule above. Into lass urve are for example Figure 4.9 f) put surround points 0, 1,

6, 7. Everything is omputed in 8-environment, but diretions are reomputed to 4-environment.

Beause there were auses here, where edgeagent always failed(never ending loop), when we used

eight environment(Figure 4.10). This method has some advantages. If the boxes for mouth and eyes

are omputed badly, the edgeagent will �nd the orret edges(Figure 4.7 right).
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Figure 4.10: Example how the edgeagent an fail

4.6.2 Looking for eye orners in a robust way

How to �nd the orner of the eye? The most easy way is to get from the lass urve max(x) value

and after that get the orresponding y-points. And from the y-points to take for example median(y-

points). But as you an see on Figure 4.11, this method is able to be a soure of mistakes. We

ompute the main dimension \BASE" from the distane between left and right orner of the eye.

And after this we divide all distanes by the \BASE". In this way we get \normalised" oordinated

of distanes. That is why we need a very robust method without mistakes.

Figure 4.11: Example how easy method is able to fail

Therefore we have used a more robust method, �tting points by an adequate urve. The urve is

a parabola. We start our �tting proess with the �rst third of the eye. The best solution we found

as a result with least squared error. As equation we used a parabola: y = ax

2

+ bx + . We have

deided to use this equation for easier implementation. We must rotate approahing points beause

with this equation it is impossible to produe a parabola only in one diretion. Parameters of the

parabola are the result of omputing (equation 4.2):

XA = Y; X

T

XA = X

T

Y; A = (X

T

X)

�1

X

T

Y (4.2)

13594

degrees

er
ro

r
pa

ra
bo

la

part of a left eye
0(from your point of view) o o o

Figure 4.12: Method for �tting of a parabola

This omputing �ts the parabola (Figure 4.12) with least squared error. For eah rotation we

ompute squares error between ouples of the original point and a point of the parabola. Our

solution are parameters of the parabola with least squared omputed error (�gure 4.12). The eye

orner is found as a global extreme point of the founded parabola and its position is rotated bak.

From these both orret eye orners we ompute the distane \BASE".
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4.6.3 Extrat harateristi points from the lass urve

The position of the harateristi points is depited in �gure 2.1. Extrating points from lasses

urve is very easy. For example extrating of point 5 (equation 4.3).

x = point[1℄:x+

eye

2

; y = max(lefteye:getY (x)) (4.3)

In this way we extrat all the points. From the oordinates of the harateristi points 1., 2. and

BASE we omputed a new origin of oordinates(Figure 2.1 entre of fae). All points are reomputed

into these new oordinates.

4.6.4 Proessing of data, transformation

We have to be independent of the size of the piture, therefore all oordinates of the harateristi

points are divided by BASE. This set of oordinates is saved to an output �le. After that the

oordinates of the harateristi points are transformed. From 30 x-oordinates and 30 y-oordinates

to 21 distanes. This transformation you an �nd in Appendix D. This new set of distanes is saved

to another �le. Both �les have a struture whih is ompatible with SNNS appliation.

a) b)

Figure 4.13: Results of the point extrator for a) an applet image b) a handmade image

4.7 Prinipal Component Analysis

As input data to NN we an use 60 data vetor, whih orresponds with 30 oordinates of the

harateristi points, or we an use reomputed data set represented by 21 data vetor [2℄. But in

this kind of representation of input data is still plenty of redundant information, whih is independent

of the expressed emotion. This redundany an lead to onfusion of the Neural Network and to avoid

worse results. Hene we need to extrat from our input data the most signi�ant information, it

means to redue input data set into smaller one but with preservation of the most important features.

For dealing with this problem we found useful a standard method alled Prinipal Component

Analysis (PCA). Basi assumption is that for using PCA we are expeting input data with normal

distribution.

4.7.1 Standard PCA omputed from ovariane matrix

This method is based on the analysis of the eigen values of the ovariane matrix, whih is reated

from the input data matrix.

Creation of ovariane matrix The number of rows in our input data matrix orresponds

with the size of the input data vetor and the number of olumns orresponds with the amount of

patterns. Thus every olumn vetor X

i

represents data extrated from one image. From this matrix

we omputed mean values of all the rows and got a mean olumn vetor. By subtration of this

vetor from all olumn vetors in the input matrix we got the variane matrix B equation 4.4.

B = [X

1

�

b

X;X

2

�

b

X; :::X

n

�

b

X℄ (4.4)



Implementation of a faial expression reognition system 16

where (X

1

; X

2

; :::X

n

) are input vetors and

b

X is the already mentioned mean vetor omputed from

the rows. The pattern ovariane matrix we got by equation 4.5.

S =

1

N � 1

B �B

T

(4.5)

where N is the number of patterns (linedrawings).

Reduing the input data On the ovariane matrix we performed Singular Value Deomposition

(SVD) and reeived eigen values and eigenvetors of this matrix. Sine the ovariane matrix is

symmetri we reeived eigenvetors diretly as olumn vetors of the matrix S. After this we save

only the eigen vetors whih orresponded with bigger eigenvalues than our threshold. Amount of

these seleted eigenvetors is also the number of saved Prinipal Components. At the end we need

to reompute our input data by matrix onsists only of these saved eigenvetors by equation 4.6.

U = P

T

�X (4.6)

where U is the new data matrix and P is mentioned set of the saved eigenvetors.

Representing of PCA results We reated a short program in C++, whih is able to redue the

amount of input data and left only the most important data depending on their variane. As input

�le is used standard SNNS �le and omputed output is also written to SNNS �le. It is also possible

to plot the hosen Prinipal Components in 2D or 3D. If we plot only two Prinipal Components in

this way, we are able very easy to analyse if input data, it means the emotions(faial expressions),

are separable or not.

4.7.2 Verifying PCA results by professional tools

For this task we used a standard statistial tool SPSS 6.1. Unfortunately in this tool is used as

input to PCA orrelation matrix instead of ovariane matrix as in our ase.

The omputation and the results from our appliation and SPSS are quite similar. The only

di�erene is that we have transformed our data to a ovariane matrix instead of orrelation

matrix used in SPSS. Correlation matrix is omputed like ovariane matrix, but orrelation

between features X

i

and X

j

is normalised by dividing by their own ovariane �

i

and �

j

. It means,

that the solution with ovariane matrix is more sensitive to variane of features and the solution

with orrelation matrix is more sensitive to orrelation between features. The new axis after

reomputing have diretion following the maximums of the ovariane or the orrelation. We have

had 88.9% of the variane in the �rst three omponents, SPSS had 80.0% of orrelation in the �rst

three omponents.

For omputing of orrelation matrix of our input data we need to ompute for every ouple

of feature vetors X

i

; X

j

the orrelation oeÆient r

ij

. This we an get by equation 4.7.

r

ij

=

ov(X

i

; X

j

)

�

i

�

j

(4.7)

where

�

i

2

=

1

N � 1

X

k=1

N

(X

ki

� �

X

i

)

2

�

j

2

=

1

N � 1

X

k=1

N

(X

kj

� �

X

j

)

2

(4.8)

where ov(X

i

; X

j

) is matrix multiplying of feature vetors, �

X

j

is mean value vetor (for all patterns)

and N is amount of patterns in the input data.

Another question is how to interpret our redued data. From the oeÆients loadings table we

an make some onlusions, but very often the loading of all features is onfusing and it is not possible

to interpret axis(Prinipal Components). For a redued spae it is possible to use many methods

for \axis rotation" to obtain more lear insight in the observed data. After rotation, the result and

the amount of the data is the same, but axis(Prinipal Components) have better diretions. After

rotation of oe�ients loading from features are muh more easy to interpret the meaning of eah

prinipal omponent. In our ase we used the method Varimax rotation in SPSS. In our tests are

presented results of PCA before Varimax rotation and after. For omparison are there also displayed

results of PCA using only the ovariane matrix.
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4.8 Expression reognition by Neural Networks

Beause developing omplex tools for modelling Neural Networks wasn't our goal, we used a standard

Neural Network tool (SNNS). We used the PCA method for data redution, as was mentioned in the

last setion. After this redution we obtained data whih ontained only three of the most signi�ant

features. The reated Neural Network in SNNS also had only three inputs. A basi question was

the amount of hidden neurons whih we should use. In paper [7℄ the network with the best results

had a struture 21x6x6. It means a hidden layer with six neurons. We reated our network also in

this way and performed some test for di�erent amounts of hidden neurons. At the end we found as

the best struture 3x6x6. Using more hidden layers than one wasn't not useful.

4.9 Expression reognition by Bayesian lassi�er

When we analysed the result of PCA for the training data, we found that this data are almost

separable. Hene we deided to use also some simpler lassi�er than the Neural Network. For this

task we used standard Bayesian lassi�er (desribed by equation 4.9).

p(xj!

i

) =

1

(2�)

N=2

p

det(C

i

)

exp

�

�

1

2

(x� �

i

)

T

C

�1

i

(x� �

i

)

�

: (4.9)

where !

i

is one of the six lasses (emotions) we have lassi�ed into, N is the amount of lasses, C

i

is the ovariane matrix for lass i of input data, x is input pattern and �

i

mean vetor for lass

i. We lassi�ed unknown pattern to lass whih had the biggest probability p(xj!

i

). We used this

method for omparison with Neural Network and our results are in next hapters.
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Test1 - data generated by the

applet

5.1 PCA of applet data

We performed PCA for our data generated by the applet. After omputation of the sizes of the

eigenvalues we onluded that most of the information is saved in the �rst three Prinipal ompo-

nents. The graph of sorted eigen values from the biggest to the smallest value (Figure 5.1a) on�rms

our onlusion, that �rst three omponents are enough for desription of all data set. From the Table

5.1b is possible to see loading of the biggest eigenvalues. Hene for our �nal tests we have used a

redued input spae from the 21-dimensional to 3-dimensions by PCA.
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No. eigen perentage

value of eigen value

1 0,68 48,7

2 0,30 21,6

3 0,26 18,6

4 0,07 4,8

5 0,05 3,4

.. .. ..

Figure 5.1: Results for PCA, a)sorted eigenvalues b)table of eigenvalues

We used two kind of PCA: �rst omputed from ovariane matrix and seond omputed from

orrelation matrix. In the seond ase we perform also Varimax rotation for more lear representation

of results. It means that we have three results for all three tests. In the Table 5.1 is displayed the

most signi�ant loading of all Prinipal Components for all mentioned ases (the letter x means

smaller signi�ane and letter X means bigger signi�ane if the observed feature). In the Table 5.2

are the exat values of all omputed loading. The loading to the biggest Prinipal Components from

the fae features is displayed in Table 5.3 and Figure 5.2.

Plotting of data after data redution to three dimensions in 2D and 3D is depited in Figures

A.2 and A.1.

18
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Table 5.1: Representation of loading of the prinipal omponents

PCA ovar. PCA orrel. PCA orrel.

Feature matrix matrix +Varimax

PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3

1 as BASE, but between out.orners x X

2 openness of eyes - middle x x X X

3 openness of eyes, up.part - in.orners X X X

4 openness of eyes, low.part - in.orners X X X

5 openness of eyes, out.part of eyes X X X X

6 openness of eyes, in.part of eyes X x X X

7 openness of eyes, low.parts - in.orners, out.part X X X

8 openness of eyes, up.parts - in.orners, out.part X X X

9 openness of eyes, low.parts - in.orners, in.part x X X

10 openness of eyes, up.parts - in.orners, in.part X X X

11 between eyebrows

12 between eyebrows and eyes in mid.parts X x x X

13 between in.orners of eye and in.ends of eyebrows X x X X

14 middle of eyebrow - seond in.end of eyebrow

15 seond in.end of eyebrow - int.orners of eye X x x x X

16 between mouth orners x X

17 openness of mouth in middle x X X X

18 mouth orners against upper middle of mouth x x X

19 mouth orners - low.seond mid.points of mouth X X X

20 mouth orners - up.seond mid.points of mouth X X X

21 openness of mouth, seond mid.points X X X X

Table 5.2: Exat loading of the prinipal omponents

Feature PCA from ovariane PCA from orrelation PCA from orr. matrix

No. matrix matrix with varimax rotation

PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3

1 -0.05 0.01 -0.02 0.76 -0.13 -0.15 0.74 0.25 0.04

2 -0.19 0.14 -0.05 0.96 0.18 -0.16 0.78 0.58 0.19

3 -0.29 -0.03 -0.08 0.90 -0.31 0.07 0.93 0.06 0.21

4 -0.09 0.30 -0.02 0.54 0.71 -0.38 0.18 0.95 0.06

5 -0.38 0.28 -0.09 0.95 0.19 -0.15 0.77 0.58 0.20

6 -0.31 0.23 -0.08 0.95 0.20 -0.16 0.77 0.59 0.19

7 -0.09 0.32 -0.02 0.54 0.72 -0.37 0.18 0.95 0.07

8 -0.29 -0.04 -0.07 0.89 -0.33 0.10 0.93 0.03 0.22

9 -0.06 0.25 -0.00 0.48 0.74 -0.37 0.12 0.95 0.07

10 -0.25 -0.01 -0.07 0.91 -0.28 0.05 0.93 0.09 0.20

11 -0.09 0.02 -0.04 0.59 -0.10 -0.01 0.57 0.15 0.12

12 -0.24 -0.15 -0.19 0.66 -0.50 -0.07 0.81 -0.13 -0.06

13 -0.31 -0.09 -0.24 0.82 -0.45 -0.14 0.94 0.00 -0.06

14 -0.02 0.03 0.04 0.23 0.19 0.23 0.09 0.14 0.33

15 -0.37 -0.18 -0.25 0.77 -0.50 -0.06 0.92 -0.09 -0.02

16 -0.02 -0.07 -0.10 0.15 -0.63 -0.43 0.46 -0.27 -0.56

17 -0.16 -0.02 0.32 0.49 0.18 0.80 0.28 -0.02 0.91

18 -0.02 0.19 0.14 0.25 0.81 0.31 -0.18 0.61 0.63

19 -0.30 -0.50 0.48 0.36 -0.39 0.72 0.43 -0.50 0.60

20 -0.05 0.48 0.36 0.24 0.82 0.27 -0.20 0.64 0.60

21 -0.23 -0.01 0.56 0.47 0.22 0.80 0.24 0.00 0.92



Test1 - data generated by the applet 20

Table 5.3: Representation of features orresponding with omponents

Component Feature

PCA from ovariane matrix

1 eye - eyebrow, its distanes, openness of eyes , position of mouth orners

2 openness of eyes, position of mouth orners

3 openness of mouth, position of mouth orners

PCA from orrelation matrix

1 eye - eyebrow, its distanes, openness of eyes

2 openness of eyes, position of mouth orners

3 openness of mouth

PCA from orrelation matrix + Varimax rotation

1 eye - eyebrow, its distanes, openness of eyes

2 openness of eyes

3 openness of mouth
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Figure 5.2: The onnetion between PCs (from orrelation matrix after Varimax rotation) and features of

the fae a)First omponent, b)seond omponent and )third omponent.

5.2 Results of the Neural Network

In this ase we have performed ondition of size of training and test set. Our results were near 100%

suessful when we have used network struture 3x6x6 neurons as you an seen in Table 5.4 - where

135/136 means 135 suessfully reognised patterns from 136 patterns set. We have to note, that

these results are valid only for faes generated by the applet. Our network and error during the

learning proess are depited in Figure 5.3.

Figure 5.3: Arhiteture of the feedforward Neural Network and error during training
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Table 5.4: Results of Neural Network

Happiness Sadness Anger Fear Surprise Disgust

Pitures: 16 for eah emotion: (10 typial + 6 stronger) = 96

After linear ombination: ((16*16-16)*6+96) = 816

Training set: 816/2=408, Test set: 816/2=408

136/136 136/136 135/136 136/136 136/136 136/136

Suess: 99.9%

5.3 Results of the Bayesian lassi�er

After the data spae redution by PCA(three fators) we used for lassi�ation Bayesian lassi�er.

It wasn't possible to use for a training the data generated by the linear ombination(120 patterns

for eah emotion), beause of zero or very small determinant of a ovariane matrix. We used the

data generated by the linear ombination as a testing set. We used for the training 16 pitures for

eah emotion. For testing we used the same data and the data generated by linear ombination.

Results are in the Table 5.5. Advantages of Bayesian lassi�er are is the very fast training and good

generalisation.

Table 5.5: The result of Bayes for the arti�ial data

Happiness Sadness Anger Fear Surprise Disgust

6x16 training patterns, test set is the same

16/16 16/16 15/16 16/16 15/16 14/16

Suess: 95.8%

6x16 training patterns, test set 6x120 linear ombination

120/120 120/120 119/120 120/120 120/120 116/120

Suess: 99.3%

6x8 training patterns, test pattern 6x8 the other half

8/8 4/8 5/8 7/8 5/8 6/8

Suess: 72.9%
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Test2 - handmade linedrawings

In this test part we used handmade linedrawings, whih were sanned and saved like image �les. We

performed this test to hek the reliability of our Charateristi point extrator and also to test the

generalisation properties of our trained Neural Network. To obtain many di�erent faes we asked

10 students to draw six basi emotions in an appropriate way (eyes, eyebrows and mouth). After

this we had 60 images of the fae (Appendix C).

We found that for people it isn't easy to express all emotions signi�antly by drawing. Students

were usually able to draw faes orresponding with happiness and sadness, but when they had to

draw fear or disgust they simply failed. We performed Prinipal Component Analysis for this data

and found that all ategories are overlapping and are absolute inseparable (Figure A.3). Hene we

deided to use the data only for testing and not for training of the Neural Network.

6.1 Results of the Neural Network

We hose from this handdrawings of the fae only these whih orresponded with desired emotion

and these we used for testing. It is also neessary to mention that the Neural Network was trained

for data generated by the applet (21, 3-omponent data set). It means that we trained for almost

real faes, but test drawings looked sometimes more like artoons. Hene we got fae reognition

suess rate only about 40%. This fat an be aused by almost inseparable test data. Therefore we

used also 21 features data (without redution) to use all possible information presented in the data.

Complete results are in Table 6.1.

Table 6.1: The result of NN for the handmade data

Happiness Sadness Anger Fear Surprise

6x16+6x120 applet training patterns - 3 features

the test set is handmade

3/11 6/10 0/8 2/6 1/5

Suess: 30.0%

6x16+6x120 applet training patterns - 21 features

the test set is handmade

8/11 2/10 2/8 2/6 3/5

Suess: 42.5%

22
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6.2 Results of the Bayesian lassi�er

Results of Bayesian lassi�er for handmade data (Table 6.2) was a little bit better than results of

Neural Network.

Table 6.2: The result of Bayes for the handmade data

Happiness Sadness Anger Fear Surprise

6x16 applet training patterns, test set is handmade

6/11 4/10 1/8 6/6 1/5

Suess: 45.0%

40 handmade training patterns, test set is the same

6/11 2/10 6/8 6/6 3/5

Suess: 57.5%



Conlusions

In this paper we introdued some problems ourring during automati reognition of emotion

from linedrawings of the fae. Two kinds of images were used : faes generated by applet and

handdrawings of fae. We extrated from an input image the harateristi points of the fae and

this data was analysed and redued by Prinipal Component Analysis. The redued data were used

for training of a Neural Network and Bayesian lassi�er. We onluded that both lassi�ers were very

suessful during testing of faes generated by applet (nearly 100%). When we tried to use lassi�ers

for evaluating of handmade faes, they often failed. Our reognition suess rate was about 50%.

From PCA it is possible to see that it ould be aused by inseparability of the handmade data. We

have notied that results of both used lassi�ers were nearly the same. Therefore we an reommend

for ordinal use Bayesian lassi�er for its very easy implementation and fast performane.

24
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Appendix A

PCA results plotting
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Figure A.1: 3D plotting of results of PCA for applet data from two di�erent points of view
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a)

b)

)

Figure A.2: 2D plotting of results of PCA for applet data a) omponents 1&2 b) omponents 1&3 )

omponents 2&3
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a)

b)

)

Figure A.3: 2D plotting of results of PCA for handmade linedraws a) omponents 1&2 b) omponents 1&3

) omponents 2&3



Appendix B

Applet data

Figure B.1: Java applet: Happiness
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Figure B.2: Java applet: Sadness

Figure B.3: Java applet: Anger
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Figure B.4: Java applet: Fear

Figure B.5: Java applet: Surprise
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Figure B.6: Java applet: Disgust



Appendix C

Handmade data

Data whih we hoosed for testing (orresponding with emotions), are marked by frames.

Figure C.1: Happiness

34
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Figure C.2: Sadness

Figure C.3: Anger
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Figure C.4: Fear

Figure C.5: Surprise
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Figure C.6: Disgust



Appendix D

Data redution from 60 to 21

dimensions

Transformation from 60-dimensional feature spae to 21-dimensional.
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Appendix E

Developed software programs

� Standart and speial Libraries we used (C++)

Standart stdio.h, allo.h, stdarg.h, string.h.

QT 1.44 type.h, qimage.h, qpainter.h, qappliation.h, qevent.h, qwidget.h, qobjet.h, qwin-

dowdefs.h, qmessagebox.h, qpushbutton.h, qdatetime.h, qsrollbar.h, qappliation.h, qpush-

button.h, qfont.h, qimage.h, qpainter.h, qstring.h, qpushbutton.h, qsrollbar.h, qldnum-

ber.h,

matrix.hpp, svdde.hpp, loation:/PROJECT/matlass/

� Feature Extrating (C++), loation:/PROJECT/EXTRACTOR/

mdline.pp Our library for the proessing of the ommand line. It means swithes, input

output and �le names.

proess.pp Our library whih onsist of Loading image, Fae utting, Fae settlement and

Additional proessing.

svd.pp Our library for a omputing the least square error solution for Fitting a parabola to

points.

edgeagent.pp Our library for Edge following, Eye orners extrating, Extrat harateristi

points and Data transformation.

prvni.pp An appliation whih uses our library funtions with or without a graphis user

interfae.

prvni Name of exeutable �le for the appliation.

� Data proessing (C++), loation:/PROJECT/LIN COMB/

mdline.pp See above.

PCA NeN.pp Our library for the loading �les in the format ompatible with SNNS to

matrix and for saving into this format.

linomb.pp An appliation whih uses our library funtions and produes linear ombination

of input data. Output is �le ompatible with SNNS.

linomb Name of exeutable �le for the appliation.

� Data analysis (C++), loation:/PROJECT/PCA/

mdline.pp See above.

PCA NeN.pp see above.
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PCA.pp Our library for the omputing of the Prinipal Component Analysis.

plotPCA.pp An appliation whih uses our library funtions and redues feature spae.

An input and an output is a �le ompatible with SNNS. The appliation has optional

graphis user interfae.

plotPCA Name of exeutable �le for the appliation.

� Utilities (C++), loation:/PROJECT/ERRCOUNT/ and /PROJECT/SPLITPAT/

ount.pp Our library for the ounting of absolute error. An input is result �le from SNNS.

An output is value whih spei�es lassi�ation error. Error is omputed:

orretpatterns

allpatterns

.

ounterror Name of exeutable �le for the utility.

split.pp Our library for the ounting of absolute error. An input and an output it result �le

from SNNS.

splitdata Name of exeutable �le for the utility.

� Data loation:/PROJECT/

/DATAHAND/ Pitures drawn by hand in format GIF.

/DATAAPPLET/ Pitures grabed from Java Applet in format GIF.

/DATATRAIN/ All data in pattern �le. SNNS ompatible.
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All developed software programs are presented on enlosed CD.


