
LIST OF PUBLICATIONS
revised on November 4, 2024

Monographs:
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[A6] M. Studený “Convex cones in finite-dimensional real vector spaces” Kybernetika 29
(1993), n. 2, pp. 180-200.
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[A30] M. Studený, J. Vomlel “On open questions in the geometric approach to structural
learning Bayesian nets” International Journal of Approximate Reasoning 52 (2011)
627-640.
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[C10] M. Studený “Characterization of inclusion neighbourhood in terms of the essential
graph: upper neighbours” in Symbolic and Quantitative Approaches to Reasoning
with Uncertainty (T. D. Nielsen, L. N. Zhang eds.), Lecture Notes in Artificial
Intelligence 2711, Springer-Verlag, Berlin - Heidelberg 2003, pp. 161-172.

5
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