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Conditional Independence

Assume three variables:

@ person's length of hair, denoted by H,
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Conditional Independence

Assume three variables:

@ person's length of hair, denoted by H,
@ person's stature, denoted by S, and
@ person's gender, denoted by G.
We can describe relations between these three variables as follows:

@ Seeing the length of hair of a person will tell us more about his/her
gender and conversely. It means, the value of G is dependent on the
value of H.
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@ person's stature, denoted by S, and
@ person's gender, denoted by G.
We can describe relations between these three variables as follows:

@ Seeing the length of hair of a person will tell us more about his/her
gender and conversely. It means, the value of G is dependent on the
value of H.

@ Knowing more about the gender will focus our belief on his/her
stature - S is dependent on G and (through G) also on H.
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Conditional Independence

Assume three variables:
@ person's length of hair, denoted by H,
@ person's stature, denoted by S, and
@ person's gender, denoted by G.
We can describe relations between these three variables as follows:

@ Seeing the length of hair of a person will tell us more about his/her
gender and conversely. It means, the value of G is dependent on the
value of H.

@ Knowing more about the gender will focus our belief on his/her
stature - S is dependent on G and (through G) also on H.

@ Nevertheless, if we know the gender of a person then length of hair of
that person gives us no extra clue on his/her stature - H is
independent of S given G.

v,
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Let A, B, C be pairwise disjoint subsets of a set of variables N. Then the
(over N), written as /(A, B, C).

statement “A is conditionally independent of B given C" is a Cl statement
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Conditional Independence Statements

Definition (Cl statement)

Let A, B, C be pairwise disjoint subsets of a set of variables N. Then the

statement “A is conditionally independent of B given C" is a Cl statement
(over N), written as /(A, B, C).

v

In Example 1 we have indicated only one Cl statement, /(H,S, G). On the
other hand, we have indicated two dependence statements, namely

~I(G, H) = —I(G, H,0) and —I(S, G).

=] F = E DQAC
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Conditional Independence (Cl) model

Definition (Cl in PDs)
Let P be a discrete probability distribution over N. Given any A C N, let
@ x4 denote a configuration of values of variables X4 = {Xi};ca and
e for BC N\ Alet P(xa | xg) denote the conditional probability of
Xa = xa given Xg = Xxp.
The Cl statement /(A, B, C) is induced by probability distribution P over
N if for all xa,xp,xc such that P(x¢c) >0

P(xa,xg [ xc) = P(xa|xc)-P(xg|xc) .
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Conditional Independence (Cl) model

Definition (Cl in PDs)
Let P be a discrete probability distribution over N. Given any A C N, let
@ x4 denote a configuration of values of variables X4 = {Xi};ca and
e for BC N\ Alet P(xa | xg) denote the conditional probability of
XA = XA given XB = XB.

The Cl statement /(A, B, C) is induced by probability distribution P over
N if for all x4, xg,xc such that P(x¢) > 0

P(xa,xg | xc) = P(xa|xc)-P(xs|xc) -

v

In Example 1 we have indicated one Cl statement - /(H, S, G). For all
values h, s, g of variables H, S, G it holds that

P(h,s| g) = P(h|g)-P(s|g) or, equivalently
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Conditional Independence (Cl) model

Definition (Cl in PDs)
Let P be a discrete probability distribution over N. Given any A C N, let
@ x4 denote a configuration of values of variables X4 = {Xi};ca and
e for BC N\ Alet P(xa | xg) denote the conditional probability of
XA = XA given XB = XB.

The Cl statement /(A, B, C) is induced by probability distribution P over
N if for all x4, xg,xc such that P(x¢) > 0

P(xa,xg | xc) = P(xa|xc)-P(xs|xc) -

v

In Example 1 we have indicated one Cl statement - /(H, S, G). For all
values h, s, g of variables H, S, G it holds that

P(h,s| g) = P(h|g)-P(s|g) or, equivalently P(h| g,s) = P(h| g)

o
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Two nodes a and b in a DAG G are d-separated by a set C if for all paths
between a and b there is a node ¢ (¢ # a and ¢ # b) such that either:
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What Cl-statements are represented by a DAG?

Definition (d-separation criteria)
Two nodes a and b in a DAG G are d-separated by a set C if for all paths
between a and b there is a node ¢ (¢ # a and ¢ # b) such that either:

@ the path contains a node ¢ € C, in which edges do not meet
“head-to-head” or
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Two nodes a and b in a DAG G are d-separated by a set C if for all paths
between a and b there is a node ¢ (¢ # a and ¢ # b) such that either:

@ the path contains a node ¢ € C, in which edges do not meet
“head-to-head” or

@ the path contains a node c in which edges meet “head-to-head”
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What Cl-statements are represented by a DAG?

Definition (d-separation criteria)
Two nodes a and b in a DAG G are d-separated by a set C if for all paths
between a and b there is a node ¢ (¢ # a and ¢ # b) such that either:

@ the path contains a node ¢ € C, in which edges do not meet
“head-to-head” or

@ the path contains a node c in which edges meet “head-to-head”
and neither ¢ nor any of its descendants belong to C.

C}D\@\/.\/\(@ -I(A,D,{B,E})
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What independence statements are represented by these three models?
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Equivalence classes of Bayesian networks

What independence statements are represented by these three models?
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I(A, C,B) I(A, C, B) I(A, C,B)

Different graphs may represent the same set of Cl-statements!
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Equivalence classes of Bayesian networks

What independence statements are represented by these three models?

@ @ @
@/.\@ @ @/. hG
I(A, C, B) I(A, C, B) I(A, C,B)

Different graphs may represent the same set of Cl-statements!

Definition (Equivalence class)

We say that Bayesian networks with DAGs representing the same set of
Cl-statements belong to an equivalence class.
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Equivalence classes of Bayesian networks

What independence statements are represented by these three models?

@@ ol Ko @ ©

I(A,C, B) I(A, C,B) I(A,C, B)

Different graphs may represent the same set of Cl-statements!

Definition (Equivalence class)

We say that Bayesian networks with DAGs representing the same set of
Cl-statements belong to an equivalence class.

(&) (&) O
@/.\© (‘D/.\© @/.\@ belong to the same equivalence class.
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An immorality in a DAG G is an induced subgraph of G for a set

{A, B, C}, where A, B, C are distinct nodes of G such that there are edges
A — C and B — C and there is no edge between A and B in G.
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Equivalence classes of Bayesian networks

Definition (Immorality)

An immorality in a DAG G is an induced subgraph of G for a set
{A, B, C}, where A, B, C are distinct nodes of G such that there are edges
A — C and B — C and there is no edge between A and B in G.

P i
‘ ‘5
LS

@ ) ®

J. Vomlel and M. Studeny (UTIA AV €R) Imsets for learning Bayesian networks September 15-18, 2007 7 /19



Equivalence classes of Bayesian networks

Definition (Immorality)

An immorality in a DAG G is an induced subgraph of G for a set
{A, B, C}, where A, B, C are distinct nodes of G such that there are edges
A — C and B — C and there is no edge between A and B in G.

Definition (Underlaying graph)

An underlaying graph of a DAG is the undirected graph that has the same
set of nodes and all directed edges A — B are replaced by undirected
edges A — B.

J. Vomlel and M. Studeny (UTIA AV €R) Imsets for learning Bayesian networks September 15-18, 2007 7 /19



Equivalence classes of Bayesian networks

Definition (Immorality)

An immorality in a DAG G is an induced subgraph of G for a set
{A, B, C}, where A, B, C are distinct nodes of G such that there are edges
A — C and B — C and there is no edge between A and B in G.

Definition (Underlaying graph)

An underlaying graph of a DAG is the undirected graph that has the same
set of nodes and all directed edges A — B are replaced by undirected
edges A — B.
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Equivalence classes of Bayesian networks

Definition (Immorality)

An immorality in a DAG G is an induced subgraph of G for a set
{A, B, C}, where A, B, C are distinct nodes of G such that there are edges
A — C and B — C and there is no edge between A and B in G.

Definition (Underlaying graph)

An underlaying graph of a DAG is the undirected graph that has the same
set of nodes and all directed edges A — B are replaced by undirected
edges A — B.

Theorem
Bayesian networks belong to the same equivalence class iff they have the
same underlaying graph and the same set of immoralities.

J. Vomlel and M. Studeny (UTIA AV €R) Imsets for learning Bayesian networks September 15-18, 2007 7 /19



The essential graph G* of an equivalence class G of DAGs over N is a
hybrid graph over N defined as follows:

@a—bin G*ifa— bin G for every G € G,
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The essential graph G* of an equivalence class G of DAGs over N is a
hybrid graph over N defined as follows:

@ a—bin G*ifa— bin G for every G € G,

@ a—bin G*if 4Gy, Gy € G such that a— bin G; and a < b in Gp.
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Essential graphs

Definition (Essential graph)

The essential graph G* of an equivalence class G of DAGs over N is a
hybrid graph over N defined as follows:

@a—bin G*ifa— bin G for every G € G,

@ a—bin G*if 3Gy, Gy € G such that a— b in Gy and a < b in Go.

)
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o N ..

a finite set
e P(N) ... power set of N

@ 7 ... set of all integers
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o N ..

a finite set
e P(N) ... power set of N

@ 7 ... set of all integers

Imset u is a function v : P(N) — Z. I
«O» «Fr «Z» « > Q>
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o N ..

a finite set
e P(N) ... power set of N

@ 7 ... set of all integers

Imset u is a function v : P(N) — Z. '
Function m : P(N) — N is sometimes called multiset. Thus, imset is an
abbreviation from Integer valued MultiSET. Studeny (2001)

O <@ <Er < Ha
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Let N = {a, b,c}. An imset u over N is
0| {a} | {b} | {c} | {a,b}
0| 0 | +1 ] O -1

{b,c}
-1

{a,c} | {a,b,c}
0 +1




Let N = {a, b,c}. An imset u over N is
0| fa} | {b} | {c} | fa b} | {bc} |{ac}|{abc}
0, 0 |[+1] O -1 -1 0 +1
A convention:
5a(B) = { 1 fA=8B

0 otherwise
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Let N = {a, b,c}. An imset u over N is
0| {a} | {b} | {c} | {a,b}
0| 0 | +1| O -1
A convention:

{b,c}
-1

{a,c} | {a,b,c}
0
5a(B)

+1
B {1 ifA=B
VBC N

0 otherwise

ACN

" u(A) - 3a(B)



What is an imset? (an example)

Let N ={a,b,c}. An imset u over N is

0| {a} | {b} | {c} | {ab} | {b,c} |{ac} | {a,bc}
0| 0 | +1 | O -1 -1 0 +1

A convention:
1 fA=8B
0 otherwise

5a(B) = {
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What is an imset? (an example)

Let N ={a,b,c}. An imset u over N is

0| {a} | {b} | {c} | {ab} | {b,c} |{ac} | {abc}
0| 0 | +1 | O -1 -1 0 +1

A convention:
1 fA=8B
0 otherwise

5a(B) = {

ACN
u = Z CA - (SA
ACN
Using the convention we will write
U= Opp}—0fab}—Ofbc} T Oab.c}
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Let KC N, a,be N\ K, and a # b.

Elementary imset is defined by the formula

Uablk)y = Ofabjuk T 90k — d{auk — Ofpjuk
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Let KC N, a,be N\ K, and a # b.
Elementary imset is defined by the formula

Uablk)y = Ofabjuk T 90k — d{auk — Ofpjuk

ug =

The standard imset for a DAG G is given by the formula

N =80+ Y {Opac(a) — Sfajupac(a)} -
aeN
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Elementary imset

Definition (Elementary imset)

Let KC N, a,be N\ K, and a # b.
Elementary imset is defined by the formula

Uablk)y = Ofabjuk T 90k — d{auk — Ofpjuk

Definition

The standard imset for a DAG G is given by the formula

us = On—0p+ D {0pac(a) = Halupac(a)
aclN

Standard imset is another uniquely determined representative of an
equivalence class of Bayesian networks.
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M will denote the set of Cl-statements generated by a DAG G.
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M will denote the set of Cl-statements generated by a DAG G.

write Mg C M if

Given two DAGs K, L over N, we say that they are inclusion neighbors and
e My C M, and
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M will denote the set of Cl-statements generated by a DAG G.

write Mg C M if

Given two DAGs K, L over N, we say that they are inclusion neighbors and
e My C M, and

@ there is no DAG G such that M C Mg C M,.
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Inclusion neigbourhood

M will denote the set of Cl-statements generated by a DAG G.
Definition

Given two DAGs K, L over N, we say that they are inclusion neighbors and
write Mg C M, if

e My C M, and
@ there is no DAG G such that M C Mg C M,.

We say that M, is an upper neighbor of M or, dually, that Mg is a
lower neighbor of M.
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Search space for models of three variables

J. Vomlel and M. Studeny (UTIA AV €R)
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vector of values of variable X = {X;},,

o Let D={x",m=1,..., M} be the learning dataset, where x is the
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vector of values of variable X = {X;},,

o Let D={x",m=1,..., M} be the learning dataset, where x is the
Bayesian network,

e X;,i=1,..., N be the variables and nodes of the graph G of
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Likelihood of data

o Let D={x",m=1,..., M} be the learning dataset, where x is the
vector of values of variable X = {X;} ¥ |,

e X;,i=1,..., N be the variables and nodes of the graph G of
Bayesian network,

@ r(i) denote number of states of variable Xj,
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@ r(i) denote number of states of variable Xj,

@ q(i, G) denote number of parent configurations for parents X,y of
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Likelihood of data

o Let D={x",m=1,..., M} be the learning dataset, where x is the
vector of values of variable X = {X;} ¥ |,

e X;,i=1,..., N be the variables and nodes of the graph G of
Bayesian network,

@ r(i) denote number of states of variable Xj,

@ q(i, G) denote number of parent configurations for parents X,y of
variable X;, and

e N(i,j, k) denote ocurrance of the corresponding configuration in the
learning dataset D.
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Likelihood of data

o Let D={x",m=1,..., M} be the learning dataset, where x is the
vector of values of variable X = {X;} ¥ |,
e X;,i=1,..., N be the variables and nodes of the graph G of
Bayesian network,
@ r(i) denote number of states of variable Xj,
@ q(i, G) denote number of parent configurations for parents X,y of
variable X;, and
e N(i,j, k) denote ocurrance of the corresponding configuration in the
learning dataset D.
The likelihood of D given G is the probability of data D being generated
from the Bayesian network model with the structure given by directed
acyclic graph G and representing joint probability distribution P is

P(DIG) = []P(X=xm)
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N
MLL(G|D) =

r(i) q(i,G)
YN > T N(ij, k) log 7=

i=1 k=1 j=1

The maximum log-likelihood for a given Bayesian network with graph G is

N(i,j, k)
N(i,J)
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Scores

Lemma (Maximum loglikelihood)

The maximum log-likelihood for a given Bayesian network with graph G is

MLL(G|D) ZZ Z N(i, j, k) log Nl\(l(’J’/)‘)

Let d(G) be the number of free parameters in the Bayesian network model
with graph G. It is given by d(G) = Z;V:l(r(i) —1)q(i, G).
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Scores

Lemma (Maximum loglikelihood)

The maximum log-likelihood for a given Bayesian network with graph G is

r(i) a(i,G)

N
MLL(GID) = Y573 NGk |ogW

i=1 k=1 j=1

Let d(G) be the number of free parameters in the Bayesian network model
with graph G. It is given by d(G) = Z;V:l(r(i) —1)q(i, G).

Definition (Bayesian Information Criterion)

BIC(G|D) = MLL(G|D)— '°g2M

d(G)
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Greedy Equivalence Search (GES) algorithm

The GES algorithm starts with an empty graph and has two stages:

@ deleting Cl-statements (which corresponds to edge additions and
directing some edges)
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Greedy Equivalence Search (GES) algorithm

The GES algorithm starts with an empty graph and has two stages:

@ deleting Cl-statements (which corresponds to edge additions and
directing some edges)

@ adding Cl-statements (which corresponds to edge removal and
undirecting some edges).

In each step of the GES algorithm:
@ we search only in the inclusion neigborhood,
@ select the model that maximizes the criteria, and

@ if there is no better model than the current one we start the second
stage or terminate if we are in the second stage,
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Greedy Equivalence Search (GES) algorithm

The GES algorithm starts with an empty graph and has two stages:

@ deleting Cl-statements (which corresponds to edge additions and
directing some edges)

@ adding Cl-statements (which corresponds to edge removal and
undirecting some edges).

In each step of the GES algorithm:
@ we search only in the inclusion neigborhood,
@ select the model that maximizes the criteria, and

@ if there is no better model than the current one we start the second
stage or terminate if we are in the second stage,

Theorem

In the limit of large datasets, if the Cl-statements that hold in the dataset
are exactly those of a Bayesian network then the algorithm terminates in
the essential graph of this Bayesian network.
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Chickering's version of GES:

Our imset version of GES:

«O> «F>r «=» «E» Q>



Comparison of Chickering's GES with our imset version

Chickering's version of GES:
@ Two stages:
(1) edge additions (+ directing some edges) and
(2) edge removal (+ undirecting some edges).

Our imset version of GES:

@ Two stages:
(1) elementary Cl statements (their corresponding imsets) are
subtracted and
(2) elementary Cl statements (their corresponding imsets) are added.
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Comparison of Chickering's GES with our imset version

Chickering's version of GES:

@ Two stages:
(1) edge additions (+ directing some edges) and
(2) edge removal (+ undirecting some edges).

@ It requires a test of validity of resulting structures.

Our imset version of GES:

@ Two stages:
(1) elementary Cl statements (their corresponding imsets) are
subtracted and
(2) elementary Cl statements (their corresponding imsets) are added.

@ This allows a very easy recomputation of the criteria (two values of a
data imset are added and two subtracted).
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Comparison of Chickering's GES with our imset version

Chickering's version of GES:

@ Two stages:
(1) edge additions (+ directing some edges) and
(2) edge removal (+ undirecting some edges).

@ It requires a test of validity of resulting structures.
@ Some models from the same equivalence class are generated twice.
Our imset version of GES:

@ Two stages:
(1) elementary Cl statements (their corresponding imsets) are
subtracted and
(2) elementary Cl statements (their corresponding imsets) are added.

@ This allows a very easy recomputation of the criteria (two values of a
data imset are added and two subtracted).

@ From each equivalence class no more than one model is generated.
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We implemented the imset version of GES in R.

The code is freely available from: http://www.utia.cz/vomlel/imset

«O> «F>r «=» «E» Q>


http://www.utia.cz/vomlel/imset

Experiments with the imset version of GES

We implemented the imset version of GES in R.
The code is freely available from: http://www.utia.cz/vomlel/imset

Model ‘ # variables # selected nb. # evaluated nb. ‘

abcde - lower nb. 5 4 60

- upper nb. 0 4

asia - lower nb. 8 8 389

- upper nb. 0 8
abcedefghi - lower nb. 9 10 621
- upper nb. 0 10
boerlage92 - lower nb. 23 35 19607
- upper nb. 0 47

alarm - lower nb. 37 52 65787

- upper nb. 1 128
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Experiments with the imset version of GES

We implemented the imset version of GES in R.
The code is freely available from: http://www.utia.cz/vomlel/imset

Model ‘ # variables # selected nb. # evaluated nb. ‘

abcde - lower nb. 5 4 60

- upper nb. 0 4

asia - lower nb. 8 8 389

- upper nb. 0 8
abcedefghi - lower nb. 9 10 621
- upper nb. 0 10
boerlage92 - lower nb. 23 35 19607
- upper nb. 0 47

alarm - lower nb. 37 52 65787

- upper nb. 1 128

37-36 .
For the alarm model there are more than 272 = 2°°° essential graphs.
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R Console:
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R Console:

> sourcedexample .R"
11 learning the nodel from data
H1 First going down ..."

[11 —u¢ Dyspnoea . Bronchitis ! >

i:n
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R Console:

o ample . R
learning the nodel from data
“first going down ..."

-u( Dyspnoea . Bronchitis ! >
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R Console:
> sourcedexanple. R
117 learning the model from data
[11 "firse going down ..."
{i]
[11 BIG criteria value: —272961.887754096

-u( Dyspnoea . Bronchitis ! >

11
[11l7u< Tuberculosis_or_cancer . Lung_cancer ! >
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R Console:
> sourcedexanple. R
117 learning the model from data
11 “first going down ..."
i1
i
11
T

[11 —u< Tuberculosis_or_cancer . Lung_cancer

-u( Dyspnoea . Bronchitis ! >

BIC criteria value: -272961.807754096

>

-254182.414471906
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R Console:
> sourcedexanple. R
117 learning the model from data
11 “first going down ..."
111 —u¢
i
111 BIG
1:
11 -u¢
BIG

Dyspnoea . Bronchitis ! >

criteria value: -272961.807754096

>

Tuberculosis_or_cancer . Lung_cancer

criteria value: -254182.414471906

—u(¢ Tuberculosis_or_cancer . Positive X ray ! >
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R Console:
> sourcedexanple. R
117 learning the model from data
11 “first going down ..."
i1
i
11
T

i1 Tuberculosis_or_cancer . Lung_cancer

-u( Dyspnoea . Bronchitis ! >

criteria value: -272961.807754096

>

-254182.414471906

criteria value:

Tuberculosis_or_cancer . Positive X_ray ! >

criteria value: -251673.946500448
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R Console:

> sourcedexample. R

117 learning the model from data
11 “first going down ..."
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1:
11 Tubeweulosis_ox_cances . Lung_cancen

-254182.414471906

Dyspnoea . Bronchitis ! >

-272961.807754096

criteria value:

[£8] criteria value:

Tuberculosis_or_cancer . Positive X_ray

-251673.946500448

criteria value:

i Lung_cancer >

Tuberculosis

Tuberculosis_or_cancer .
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R Console:
> sourcedexample. R
117 learning the model from data
11 “first going down ..."
i1
i
11
T

i1 Tuberculosis_or_cancer . Lung_cancer

-u( Dyspnoea . Bronchitis ! >

criteria value: -272961.807754096

-254182.414471906
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R Console:

source{ example. R">
17 learning the model from data
11 “first going down ...
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-u( Dyspnoea . Bronchitis ! >

BIG criteria value: -272961.887754096
11 -uC Tuberculosis_or_cancer , Lung_cancer ! >

11 BIC criteria value: —254182.414471906

11 -uC Tuberculosis_or_cancer . Positive ¥ ray ! >

11 BIC criteria value: —251673.946500448

11 -u¢ Tuherculosis_or_cancer . Tuberculosis | Lung_cancer >
11 BIC owicomia ualuos 233597-1434361430
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criteria value: -228979.728973490
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R Console:

source{ example. R">
17 learning the model from data
11 “first going down ...
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-u( Dyspnoea . Bronchitis ! >

BIG criteria value: -272961.887754096
11 -uC Tuberculosis_or_cancer , Lung_cancer ! >

11 BIC criteria value: —254182.414471906

11 -uC Tuberculosis_or_cancer . Positive ¥ ray ! >

11 BIC criteria value: —251673.946500448

11 -u¢ Tuherculosis_or_cancer . Tuberculosis | Lung_cancer >
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R Console:

source{ example. R">
17 learning the model from data
11 “first going down ...
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-u( Dyspnoea . Bronchitis ! >

BIG criteria value: -272961.887754096
11 -uC Tuberculosis_or_cancer , Lung_cancer ! >
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criteria value: -226168.238717828
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