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Abstract

A short historical excursion devoted to (abstract properties of) prob-
abilistic conditional independence (CI) will start the talk. Then the prob-
lem of characterizing CI structures induced by 4 discrete random variables
will be recalled, including its solution by Matis in the end on 1990’s.
After that basic concepts will formally defined, including information-
theoretical tools, like the entropic function and polymatroids. The so-
called conditional Ingleton inequalities appear to play crucial role in veri-
fying CI implications because they seem to offer an universal tool for their
derivation. In recent publications, the analysis of these inequalities was
completed and it was shown that all probabilistic CI implications among
4 discrete random variables follow from 5 conditional Ingleton inequalites.
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